
•  Practical considerations acting through natural selection 
constrain but do not precisely specify cortical information 
primitives 

•  Cognitive processes can be modelled as combinations and 
sequences of these theoretical information primitives 

•  Physiological and anatomical results appear consistent with 
these information primitives 

•  Precise definition of primitives within the theoretical 
constraints requires furitehr anatomical and physiological 
investigation 

System architecture approach  
to cortical information primitives 
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Synchronicity Modifiability 

careful 
management of 
when and where 
additional 
conditions will 
be recorded 

condition 
detection devices 
arranged in layers  

Repairability Constructability 

modular hierarchy of  
condition detection 

Resource 
Conservation 

Mechanism for handling 
multiple input states at 
same time within the 
same modules 

Detailed form of 
modular hierarchy to 
detect conditions 

Condition change 
algorithms 

Detailed form 
of component 
hierarchy to 
select 
behaviour 

Resource 
assignment 
subsystems Components 

corresponding 
with behaviours 
and types of 
behaviour  

Architectural constraints on the brain imposed by 
practical considerations through natural selection 
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•  Form of cortex constrained by practical 
considerations 

•  Form of cortex constrained by use of cortical 
outputs in other structures 

Dorsal Basal 
Ganglia 

Detailed 
behaviour 
selection 

Strategic 
behaviour 
selection 

Behaviour 
sequence 
management 

Information 
flow 
management 

BEHAVIOUR IMPLEMENTATION 

Thalamus 

Cerebellum 

Change 
Management 

Behaviour type 
probability 
modulation 

Condition 
definition and 

detection 

Amygdala 

Hippocampus 

Information 
flow timing Basal 

Forebrain 

Ventral Basal 
Ganglia 
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Cortical modules define and detect 
conditions on different levels of complexity up 
to complex receptive fields 

Modules do not correspond with behaviours or 
cognitive categories 

Modules specified on the basis of more 
information exchange within a module than 
between peer modules 

Cortex resource organization 
into modular hierarchy 

Areas 

Neurons 

Terminal 
branches 

Columns 

Synapses 
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Cortical receptive field change management 

The problem with changes 

Cortical neuron and column receptive fields do not correspond with specific 
behaviours 

One receptive field has many behavioural meanings 

Change to a receptive field jeopardizes existing behavioural meanings 

Changes must be tightly managed 

Only change if more receptive field detections needed 

Safest change is simple addition to set of circumstances in which field is detected 

Only change a field if a small change is sufficient 
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Change Manager 

C. Columns reciprocally connected to hippocampal change 
manager to identify most appropriate columns for change 

IV 

II/III 

V/VI 

Behaviourally ambiguous 
receptive field detections 

B. Layer II/III column activity indicates 
appropriateness for receptive field change 

Columns are the units managing receptive field changes 

A.  At least a minimum number of column receptive 
field detections needed for high integrity behaviour 
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change 
manager 
input 

Change implemented by timing dependent LTP 
activation of terminal branch conditions 

1. branch unresponsive 
to cortical inputs 

2. branch responsive to 
change manager input 

3. neuron fires and 
generates backpropagating 
action potential 

potentially excitatory 
synapse from cortex 
with zero weight 

synapses from different 
cortical pyramidals with 
various weights 

4. cortical input weights 
increased so that    
branch responsive 
without change    
manager input 

receptive field detected if 
significant proportion of terminal 

branch conditions detected 
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Time 

Processing multiple sources of information in 
the same cortical neuron without confusion  

Period 1 Period 2 Period 3 

Input 1 Input 2 Input 1 Input 2 Input 3 Input 1 Input 3 

Input state 1 
Input state 2 
Input state 3 

Columns 

One 
column 

One 
neuron 
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Generating a pseudovisual image from a word 

Auditory cortex 

Anterior temporal 
cortex 

Visual cortex 

Receptive fields are groups of auditory columns 
often active at the same time in the past 

Targets are groups of visual 
columns often active at the same 
time in the past as the anterior 
temporal column 
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Generating a recollection of a novel past event 

Association 
cortex 

Entorhinal 
cortex 

Association 
cortex 

Receptive fields are groups 
of columns that changed at 
the same time in the past 

Targets are 
the columns 
in the groups 

A small subset of 
columns that changed 
at the same time in 
the past 

= trigger for memory 

A large subset of 
columns that changed 
at the same time in 
the past 

= pseudoexperience 
of event 
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•  Information models for 
cortical structures 

•  Modelling cognitive 
processes 

•  Physiological investigation of 
information coding and 
processing 

•  Simulation of wide range of 
learning mechanisms 

System Architecture Approach 
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