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Research capabilities related to BENGAL:
e Cyber-threat Intelligence (CTI) Extraction
o Prof. Li developed the first NLP-based method to extract CTI from public blogs

and achieved over 90% accuracy and precision [1].
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e Security analysis of language models
o Prof. Li developed the first language-specific adversarial attacks against
language models (e.g., BERT and RoBERT) with over 95% attack success rate,
and developed a defense based on adversarial training that has been deployed
in production systems [2-3].
e Fairness and bias in ML
o Prof. Shen is an expert in ML fairness and initiated the direction of fairness-aware
graph learning [4-9].
e Explainable ML
o Prof. Shen developed the first approach to explain dynamic GNNs [10].

e LLM


https://faculty.sites.uci.edu/zhouli/
https://sites.google.com/uci.edu/yanning-shen/home

o An ongoing work of Prof. Li has discovered LLMs like GPT-4 do have
hallucination issues when summarizing CTls. In short, the CTls (e.g., malicious
IPs and domain names) produced under some attack groups look plausible but
are factually wrong.

o An ongoing work of Prof. Shen studies the effect of pruning for language models.

Selected awards and honors:
e Microsoft Al+Security RFP award (Prof. Li and Prof. Shen)
Amazon Research Awards (Prof. Li)
NSF CAREER Award (Prof. Li)
IRTF ANRP prize winner (Prof. Li)
Google Research Scholar Award (Prof. Shen)
Hellman Fellowship Award (Prof. Shen)
MIT Technology Review 35 Innovators under 35 Asia Pacific (Prof. Shen)
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