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Since  2012, Tra il of Bits has he lped  secure  som e  of the  world 's 
m ost ta rge ted  organ iza tions and  devices. We  com bine  h igh-
end  security re search  with  a  rea l-world  a ttacke r m enta lity to  
reduce  risk and  fortify software .

Fast Facts

EMPLOYEES120 LOCATIONS14 LANGUAGES / CERTIFICATIONS 20+FOUNDED 2012 PROJECTS500+

EXPERTISE Application Security  | Cryptography  
ML/AI Assurance  | Research | Engineering

About Us

Trail of Bits Company Overview
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ML Assurance Practice

Heidy Khlaaf - Engineering Director        Michael Brown - Principal Researcher 

Kelly Kaoudis - Senior Research Engineer

Trail of Bits Company Overview

Mission : Iden tify and  taxonom ize  classes of fa ilu re  m odes which  
d irectly im pact AI/ML m ode l pe rform ance  and  nove l hazards tha t 
th rea ten  the  AI/ML opera tions p ipe line  for m ission-critica l app lica tions.

Works close ly with  Research  p ractice  to  m ake  nove l advances in  
techn iques and  tools for AI/ML assurance .
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AI/ML - A New Assurance  Front ie r
● Lack of model robustness tha t  break safe ty and security propert ies  (e .g., 

adversaria l a t t acks , prompt  “in jec t ions”)
○ unpredictab le  and  non-de te rm inistic 
○ difficu lt to  m easure  and  assure  m ode l pe rform ance

● Novel structural vulnerabilities and supply chain intrusions due to the use of AI 
in downstream dependencies
○ Poisoning web-sca le  tra in ing da tase ts
○ Sleeper agents:  behaves  l ike  a  normal  mode l  under  mos t  c i rcumstances ,  bu t  ac t iva tes  and  genera tes  

com m ands when a  specific code  phrase  is  used  
● New attack surfaces: AI/ML ops/pipeline vulnerabilities and exploits 

○ degrada tion  of m ode l pe rform ance  
○ exploita tion  of the  collection  and  processing of da ta  and  pa ram ete rs

● Proliferation and misuse of AI/ML model capabilities (e.g., offensive cyber)

https://arxiv.org/pdf/2211.03622.pdf
https://huggingface.co/yifever/sleeper-agent
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Assessing Model Robustness
● Unique deployment risks and failure modes

○ Must assum e output can  be  m anipula ted  by a ttackers

● Designed an AI risk framework using Operational 
Design Domains (ODD) to assess AI- based 
systems

● ODDs describe specific operating conditions for 
which an AI - system is designed to properly 
behave
○ System  hazards and  m itiga tions de te rm ined  aga inst th is 

sa fe ty  and  security enve lope
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● Currently supporting the UK 
Government ’s  AI Taskforce

● Asses s ing and taxonomizing 
new, unde tectable  threat s  from 
downs t ream sys tems  created by 
or us ing LLMs  that  may lead to 
the  subvers ion  of exis t ing 
supply chain  in tegrity

Supply Chain Research and Assessment
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Novel ML Attack Surfaces
● AI/ML frameworks and tooling have unknown and uncharted attack surfaces

○ Model and  asse ts can  be  com prom ised  or degraded

● AI/ML systems development cycles forego established security practices in 
favor of rapid innovation
○ New file  and  se ria liza tion  form ats for m ode l we ights have  resu lted  in  new vulnerabilitie s

● Built Fickling : A pickle file analysis tool for identifying malicious files

● Conducting safety and security audits for commercial AI/ML systems
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Proliferation of Cyber Capabilities
● What are the implications of LLMs being used (or misused) by adversaries?

○ Can LLMs m ake  adversa ries m ore  capable? Give  them  access to  speed  and  sca le?
○ Already evident for socia l engineering - m alicious actors can  quickly and  easily m ake  h igh  fide lity 

phish ing em ails and  fake  im ages a t volum e.
○ Potentia l to  use  sum m ariza tion  and  contextua liza tion  fea tures to  lower ba rrie r of en try for low-leve l 

a ttackers

● Supporting the UK Government’s AI Taskforce with an national security risk 
assessment on the proliferation of offensive AI cyber capabilities via LLMs
○ Crea ted  a  fram ework to  rigorously eva lua te  em ergent offensive  cyber capabilitie s in  LLMs
○ Conducting a  pre lim inary eva lua tion  of founda tion  m ode ls, the ir risks, and  find ings 
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