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Benchmarks

Human Feedback

Generative Al Evaluation Today

Model-Based Eval

Large, curated evaluation
sets for set tasks such as
question answering

YHELM

OpenAl Evals
BIGBench
Eleuther Harness

Developer spot-checking
Looking at individual failures

End-user binary feedback

Quality judgements (like/
dislike) from users

End-user comparison

Head-to-head user choices,
e.g. LMSYS chatbot arena

LLM data generation

Generate evaluation
iInstances (e.g. questions for

RAG) or soft labels

LLM metrics

Evaluate quality (e.g. fluency,
factuality) by asking another
model



Human Feedback
Benchmarks Model-Based Eval

input (string) response (string) source (string)

"CREATE TABLE table_name_77 ( "SELECT home_team FROM

home_team VARCHAR, away_team.. table_name_77 WHERE away_team.. S L {EHRE (e

"CREATE TABLE table_22767 ( "SELECT "Asia" FROM table_22767 "wikisal®

"Year" real, "World" real,.. WHERE "Latin America/Caribbea.. q

"CREATE TABLE Student ( StulD "SELECT Sex, COUNT(x) FROM " N
nvbench

INTEGER, LName VARCHAR(12),.. Faculty GROUP BY Sex ORDER BY..

"CREATE TABLE table_14656147_2 "SELECT week FROM

( week VARCHAR, record VARCH..  table 14656147 2 WHERE record.  Sdi-create_context

51% Accuracy

"CREATE TABLE table_name_24 ( "SELECT silver FROM " .
sql_create_context

silver VARCHAR, bronze.. table_name_24 WHERE gold < 12..

"CREATE TABLE table_47482 ( "SELECT "Date" FROM table_47482 "wikisql”
"Company name" text, "Hardwa.. WHERE "Company name" = 'samsu.. q
"CREATE TABLE time_intexrval ( "SELECT DISTINCT Watis

period text, begin_time int,.. flight.flight_id FROM..

Evaluation Set Aggregate Metric

These methods generate evaluation sets,
which are typically summarized as aggregate metrics



Open LLM Leaderboard

H

Model

ELM

Accuracy
Model/adapter Mean MMLU BoolQ
win -EM - EM
rate T T T
[ sort] [ sort] [ sort]

Llama 2 (70B)

0.943 0.5682 0.886

LLaMA (65B) 0.912 0.584 0.871
text-davinci- 0.904 0.568 0.877
002

NarrativeQA
-1t
[ sort]

0.77
0.755

0.727

NaturalQuestions
(closed-book) -

Average ) ARC

74.05 71.76 88.2
73.81 72.1 87.4
73.69 72.35 87.78
73.67 72.27 87.78
73.4 72.27 87.74
73.26 71.08 87.32
73.22 71.84 86.89
73.21 71.42 87.99
73.2 71.84 86.78
73.13 71.84 87.94

NaturalQuestions
(open-book) - F1

F11 [sort] T [ sort ]
0.458 0.674
0.431 0.672
0.383 0.713

HellaSwag

QuAC
-F1 1
[ sort]

0.484
0.401

0.445

LMSys Chatbot Arena

Rank Model

1 & vicuna-13b

2 é koala-13b

3 © oasst-pythia-12b
4 alpaca-13b

Elo . e
) Description
Rating
1169 a chat assistant fine-tuned from LLaMA on user-shared conversations by LMSYS
1082 a dialogue model for academic research by BAIR
1065 an Open Assistant for everyone by LAION
1008 a model fine-tuned from LLaMA on instruction-following demonstrations by

Stanford

Papers with Code

Rank Model

{ANNA}

(single model)

9 LUKE
(single model)
LUKE

3

(single model)

EM 4 F1

90.622 95.719

90.202 95.379

90.202 95.379

Paper

LUKE: Deep Contextualized Entity
Representations with Entity-aware Self-
attention

LUKE: Deep Contextualized Entity

Most state-of-the-art evaluation methods
output aggregate metric tables

Code

9

Result

Year Tags [
2021
2020
2020
——



Real-world LLM application example

Example: Text Summarization 76% accuracy

Are the summaries my model produces

Grammatically correct? Actionable? Leaking sensitive information?
Correct for very long text?  In the correct output format?
Factually accurate and grounded in the source text?

Singular aggregate metrics are insufficient to understand
generative Al failures, limitations, and threats



We need better interfaces to
discover and report the complex
behavior of generative Al
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Intelligent Failure Analysis Interactive Reporting

o Model Metric
ﬁp, Filter by selecting slices or interacting with the feature distribution charts. Why do LLMs lag?
nllb_moe v chrf v
. C | hy LLM rf ?
@ + chrf: 53.07 (20,240 instances) an We explore wily LLVIS perform worse
Slices ® . O +
Looking at the data a common theme we see is hallucinations. We can quantify
!;l how often models output repeating sequences of words, and see that the LLMs Language Resources
Metadata ® chrf: 0.00 Wl 95.59 input: Workers must often get their superiors' approval for any input: mife -
. . . do suffer from significant repetition. We can also explore how these models do across different languages
decisions they make, and are expected to obey their superiors' rather
IEI label instructions without question. label: Average Word Repetition
abet: 3.5 Language Scripts
label: Ndi oru kwesiri inweta nkwado onye isi ha maka mkpebi otu ka
Search Aa X SET . . . S - First, we can explore how the models do across different language scripts.
obula ha ga ekpebi, ha kwesikwara irube isi n'ozi o bula onye isi 3.0
ha ziri ha n"ajughi ajuju. outpu " ChrF by Script
trg_lang ike kal ;;; 2.5
output: Ndi oru na-enwekari nkwenye nke ndi isi ha maka 3 20 cyrilic :O:-.Iilva
1,000 . - F- §9.89 nilb_m
co0 mkpebi 0 bula ha mere, a na-atukwa anya na ha ga-erube isi na Q B optd t
o -zero
o 7 : : || ntuziaka ndi isi ha n'enweghi ajuju. x 19 '
888 EEEE5E5EEES8EEEELESE E
3553383558233 5=3G 3 g 10 areb deva
FEgE8FgEEfguBE 5258 , | N | P
= input: Suits are standard business attire, and coworkers call input: 0.5 ‘e i
62
Ié each other by their family names or by job titles. that w 00
source length o ) ) ' <
label: Suutu uwe azumaahia izugbe, ma ndi oru ibe na-akpo label: ’/,;,&
0
4,000 . onye o0 bula site n'aha ezinulo ha ma o bu site n'aha oru ha. karia i %%
2,000
0= ! ! — output: Ndi oru na-eyikari kootu, ndi ha na ha na-aruko oru na- outpu slee A0 >
50 100 150 200 250 300 350 put. . T y : ! : Tt . P 48:94 45'2581.44
akpokwa ibe ha aha nna ha ma o bu aha oru ha. iwu ka Interestingly we see that GPT-4 improves significantly over GPT-3.5, but still e georgian
label length doesn't reach the level of MOE. -
49:31
4,000 input: As the areas are sparsely populated, and light pollution input: i
2'002 therefore often not a problem, you will also be able to enjoy the boreal o
50 100 150 200 250 300 350 400 450 500 stars.

label:
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Intelligent Error Analysis

Zeno empowers users to discover Al
failures and threats by exploring their data
and models, aided by intelligent features.

Data Exploration

Interactively filter, explore, and calculate
metrics on subsets of data.

Model Comparison

Highlight interesting model disagreements.

Automated Error Discovery

Surface high-error data slices using slice-
finding methods.

A

g

®
LN

fr

API

Model

context_length=1 vicun v

Slices ®

All instances
> Label Length
> Context Position

Three Numbers

Tags ©®
Metadata ®
index
2,000
1,000

0

0 5,000 10,000
messages

NOT @ Search
label

NOT @ Search
input_length
2,000

0

0 20 40
label_length
10,000

5,000

0

100 200 300

Metric

avg_chrf

0
0.15
3 slices
4 slices

0.10

avg_chrf: 0.00 il 1.00

+

15,000 20,000 25,000 30,000

Aa ab, ¥

Aa ab, ¥

60 80 100

400 500 600 700

SET

SET

800

Filter with the selected predicates.

avg_chrf:  0.15

Hello this is Jane at Rivertown Insurance. How can | help
you today?

Hi, this is Joe Last and | would like to pay my auto
insurance bill.

Okay mister Last. | can help you with payment. #Ah first |
will need your account number please.

#Ah | do not have it with me. Is there another way to find
my account?

I'm sorry, | am a text-based Al and do not have the ability
to access specific information about individuals. Is there
anything else | can help you with?

Expected:
Of course mister Last. One moment. What is your current address on your account?

Show All

Of course mister Last. One moment. What is your current
address on your account?

Two four six eight Rural Lane. Hometown Ml eight six four
two zero.

Two four six eight Rural Lane. Hometown Ml eight six four
two zero. Is that correct mister Last?

#Um. Yes and you can call me Joe.

1 Hi Joe! How's it going?

Expected:
Alright Joe. May | have your current phone number please.



Data-Driven Reporting

Zeno then allows users to author interactive,
data-driven reports summarizing their
findings and actionable recommendations.

Chart Creation

Create multiple interactive visualizations
directly tied to model data and outputs.

Report Authoring

Combine text, charts, and instance views to
author data-driven reports. Reports can easily
be reproduced on new models and datasets,
and are directly tied to the underlying data.

Audio Transcription Report

Author: cabreraalex

This report explore the performance of the OpenAl Whisper transcription models on the Speech

t Archive da

. The Whisper models are often consldered the state-of-the-art transcription

models and are widely deployed. But will they serve all users equally well? Or are there hidden blases

we should be aware of If\ vant to buld falr systems? The Speach Accent Archive Is a fasonating

dataset that asks people from all over the world to say the same English phrase which contalns

common English sounds. The dataset has a ton of metadata about the speakers, making It great for

evaluating potential biase

S In transcription modeis

nrhisreportwe s ethe

acifically look at four Whisper ver

:_»quai beter performance.
Overall Performance

We can first look at the overall performance of the four models on the dataset. We would expect a
decreased WER for the base madels, which are larger and slower, but interestingly, we only see this

mprovement with the English-specific model.

Holistic Performance
020

AtazerDase en

avg_wer

R/
%,

sloce

Looking at the data Instances in which the base and base.en models differ, we see that In many cases

the base model wil start transcribing in the wrong language or script

What If we exclude these mistranscriptions - how do the models compare when they pick the right

anguage? Most examples In the wrang language had very high error rates, so we select examples with

255 than 85% WER

< .85 WER

Atazeroase en

avg_wer

slce

Performance Across Languages

T appears that general-purpose LLMs Wil not replace dedicated transliation madels anytime soon. But
n

s this the cas rass all languages? We can dive Into the gdata to understand where the biggest

disparities In performance are.

Language Scripts

An Interesting question we had was how well madels do across differant language scripts, especlally
rarar scripts that might not be as commaon in raining data.
ChrF by Script
B GPT4 voarot
NuLDNCE

Tamd Scrpl

40.12

Ldn Andsc
.“].T AT
LY )
an
Georgan Oyt
“aun
Devunagan
We see that the same pattern of mooel performandce holds across all |E"‘g_\_3gi‘ SUIFIKE-_ with the
nieresting excepton of Cyrillic. Perhaps there are properties of Cyrillic text that make It easler 1o

Languages

We can take a step further and visuaiize model performance across all the 20 languages in th

m
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