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Knowledge Suppression: Bias towards dominate knowledge

Please list three female researchers in AI/ML.

1. Fei-Fei Li: She was the Director of the Stanford Artificial 
Intelligence Lab and the Stanford Vision Lab...
2. Yoshua Bengio: While Yoshua Bengio is not a female 
researcher himself, he has been a strong advocate for gender 
diversity in AI/ML...
3. Pieter Abbeel is a male researcher, but he has been 
actively working towards promoting diversity in AI/ML...
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Factualness, Faithfulness, Truthfulness

Language 
Modeling

[1] A Survey of Knowledge Representation in Service Robotics

Controlling:          What can be represented by Code? 
                              Where does this knowledge come from? 
                              How much do language models know about physical world?

Feedback:            If not reliable, can we fix it?

Verification:         Is this knowledge reliable?



What is the next generation of knowledge representation?
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- SymbolicSymbolic

- Semi-structured

Distributed Representation
  
      - Disentangle facts 
      - Reasoning Ability
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Text generation paradigm (e.g., GPT-4) is taking over the NLP world.

      But it is flat and surface-to-surface.
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Control LLMs Conflicts: Contextual vs Parametric Knowledge
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Not all hallucinations are bad; it is more desirable to control the 
generalization rather than outright removal of all imagined info. 

Stick to input

Allow imagination

HallE-Switch: Rethinking and Controlling Object Existence Hallucinations in Large Vision Language Models for Detailed Caption. ICLR 2024 submission



Control LLMs for detoxification, positive framing, etc

8LM-Switch: Lightweight Language Model Conditioning in Word Embedding Space. ICLR 2024 submission

Steering LLMs according to different conditions, 
such as stances, styles, and sentiments.. 
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Long Context: SmartBook

SmartBook: https://blenderdemo.com/smartbook
ClaimRadar for COVID19: https://blenderdemo.com/covid-list

https://blenderdemo.com/smartbook
https://blenderdemo.com/covid-list


When LLMs meets social context... 
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“We shape our buildings; thereafter they shape us”
-- Sir Winston Churchill

AAAI 2024 Demo submission
https://incas.csl.illinois.edu/blender/MIPS_Information_Path_Discovery 

https://incas.csl.illinois.edu/blender/MIPS_Information_Path_Discovery
https://incas.csl.illinois.edu/blender/MIPS_Information_Path_Discovery


Discover Factual Knowledge

Write Truthfully

Reason in long context
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