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Evidence Based Medicine (EBM)

Levels of Evidence

~133K trials registered at ClinicalTrials.gov since
A Meta analysis / Systematic Reviews 20201
) : :
o 67.3 weeks? to publish a review.

Quality Clinical data as a source of evidence3.
Observational Studies
/ Case Series and Reports \ I Need for scalable and trustworthy approaches!!

/ Background and Expert Opinions \
Volume >

1. ClinicalTrials.gov, accessed on Oct 9th, 2023.
2. Borah, Rohit, et al. "Analysis of the time and workers needed to conduct systematic reviews of medical interventions using daa from the PROSPERO registry." BMJ open 7.2 (2017): e012545.
3. Gershman, Boris, David P. Guo, and Issa J. Dahabreh. "Using observational data for personalized medicine when clinical trial evidence is limited." Fertility and Sterility 109.6 (2018): 946-951.
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Intrinsic or extrinsic hallucinations,
synthesis of contradicting sources

Biased assessment of treatment effect

Data bias, knowledge bias, exposure bias,
disparity censorship

Generalist or specialist, Robustness to
distribution shift

Lack of policies or laws

Safe utilization of LLM-generated
summaries

Model complexity, uncertain model

behaviors, proprietary technology, diverse
stakeholders, and up-to-date evidence.
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Challenges in Leveraging LLMs for EBM
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Future directions

Involve domain experts for evaluation and
use only verifiable knowledge resources,
and comprehensive training data

Encourage causal inference and explicitly
define confounders

Perform subgroup analyses

Develop domain-specific LLMs. Increase
input text length

Establish a regulatory framework

Integrate human and generative Al

Human-computer interaction, new
evaluation metrics. Provide references.
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How may academia research complement industry?

Summarization Performance by Models

Case Study: Zero-shot vs. Fine-tuned LLMs T = rouger VETEOR NN GHAF
for Medical Evidence Summarization .
35 1
* Task: LLMs for medical evidence 30 4
summarization®. £
« Data: over 8,000 systematic reviews. = 254
« Methods: fine-tuned and evaluated LLMs. o
15 A
10_ T T T T
Llamaz2 Llama2 GPT-3.5 GPT-3.5 GPT-4
(zero-shot) (fine-tuned) (zero-shot) (fine-tuned) (zero-shot)

1. Tang, Liyan, et al. "Evaluating large language models on medical evidence summarization.” npj Digital Medicine 6.1 (2023): 158.
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