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Evidence Based Medicine (EBM)

Levels of Evidence

67.3 weeks2 to publish a review.

~133K trials registered at ClinicalTrials.gov since 

20201.

1. ClinicalTrials.gov, accessed on Oct 9th, 2023.

2. Borah, Rohit, et al. "Analysis of the time and workers needed to conduct systematic reviews of medical interventions using data from the PROSPERO registry." BMJ open 7.2 (2017): e012545.

3. Gershman, Boris, David P. Guo, and Issa J. Dahabreh. "Using observational data for personalized medicine when clinical trial evidence is limited." Fertility and Sterility 109.6 (2018): 946-951.

!! Need for scalable and trustworthy approaches!!

Clinical data as a source of evidence3.

http://ClinicalTrials.gov


Challenges in Leveraging LLMs for EBM



How may academia research complement industry?

Case Study: Zero-shot vs. Fine-tuned LLMs 
for Medical Evidence Summarization

• Task: LLMs for medical evidence 
summarization1.

• Data: over 8,000 systematic reviews.

• Methods: fine-tuned and evaluated LLMs.

1. Tang, Liyan, et al. "Evaluating large language models on medical evidence summarization." npj Digital Medicine 6.1 (2023): 158.
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